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PREFACE

The SNFv5.3.2.4 User Guide describes the run-time SNFv5.3.2.4 software package
for the CSPi - Myricom ARC Series E-class of network adapters.

Intended Audience

The document is intended for system and networking architects looking for a tailored
solution with a focus on packet capture and reduced CPU usage. In this context, the
SNFv5.3.2.4 product provides a deployable solution by using a combination of
advanced software stacks and 1- and 10-Gigabit network adapters. The document
assumes that readers are familiar with C programming language, GNU development
tools, and general computer maintenance.

Software developers interested in directly utilizing the advanced features of CSPi
Myricom products through the SNF interfaces, should refer to the SNFv5.3.2.4 API
Reference Manual.

A Note on Handling Network Adapters

Follow industry-standard ESD anti-static procedures when handling network adapters
aTTeEnTion | tO avoid accidently damaging integrated circuits.

(OBSERVE PRECAUTIONS
FOR HANDLING

ELECTROSTATIC For more information on ESD anti-static procedures, go to:

R https://www.esda.org/about-esd/esd-fundamentals/part-3-basic-esd-control-
procedures-and-materials/

Notices

The following notices are used in this document:

Notice Refers to:
NOTE: These notices provide important tips, guidance, or advice.
ATTENTION: 'cl)':lszfanotlces indicate potential damage to programs, devices,
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Nomenclature

The following terms can be used interchangeably in the SNFv5.3.2.4 User Guide

document, unless otherwise noted.

(10G-PCIE3-8E-2S)
(10G-PCIE3-8E-4S)

Common terms Refers to:

Sniffer, Sniffer 5.3.2.4, SNF, SNFv5.3.2.4, SNF SNFv5.3.2.4

version 5.3.2.4

NIC, adapter, card, network adapter, network card, ARC Series E-Class network adapter

device, Ethernet card, quad-port, dual-port.

Dual-port network adapter
Quad-port network adapter

Typographic Conventions

This section describes typographic conventions used in this document.

Convention

Boldface type

Explanation

Emphasizes heading levels, column headings, and the
following literals when writing procedures:

Names of options and elements that appear on screens.
Keyboard keys.

Menu choice(s) and command selection(s).

User input for procedures.

Notes and attentions.

Italic type

Accentuates words and phrases that have special meaning or
are being defined.

Chapter titlldrsductio@hapter 1 0
Section titles: Section 1.4 iSNFv5.3.2.4 Componentso

Italic underline type

Emphasizes a term, feature, or action:
Example: SNFv5.3.2.4doesnotsupport Wi ndo

Boldface  Courier type

Coding format:
$ /opt/snf/bin/tests/snf_simple_recv -p0 -v

Hyperlink

Provides quick and easy access to web pages and cross-
referenced topics. Hyperlinks are highlighted in blue and may
be underlined.
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Technical Support

SNFv5.3.2.4 software documentation, technical support, and downloads are available
from the CSPi website, as follows:

CSPi website
https://www.cspi.com/network-adapters

Contact CSPi Technical Support via the CSPi Customer Portal
https://www.cspi.com/cybersecurity-products/support/

CSPi email support address
support@cspi.com

SNFv5.3.2.4 User Guide Page v of xi


https://www.cspi.com/network-adapters
https://www.cspi.com/network-adapters
https://www.cspi.com/cybersecurity-products/support/
mailto:support@cspi.com

1 Table of Contents

1.1 1N (0] 0] 1 [ 1
1.2 SNFV5.3.2.4 COMPONENTS ...utttteeititeeeittteessteeeesasteeeessnbseesssnteeeessstseeesssseesssnsseesssnsseeessnsseeeennns 2
1.3 SINFV5.3.2.4 BENEFITS . .tttteiiutieeeeittteeesitteeesssteeeessstaeessanbeeesssnteeeessntaeeesanbseeessnbeeeessnseeeessnsseeeesns 3
1.4 WHATE NEW IN SNFV5.3.2.4 SOFTWARE ...cciittteeeitieeesstteeesstneeesstseessstseessssseesssnsseeessnsseeessnes 4
141 ENNANCEMENLS. .. .tiiiiiii ittt ee e eretee sttt e e e s ettt et e e e s rmeee s s bbbt e e e e e ssbbe e e e e e s smneessnbbaeeeeesaanbbneeaeesanns 4

1.5 SNFV5.3.2.4 AND THE ARC SERIES E NETWORK ADAPTER .....cooiiiiiiiiiiiiieaee e 5
1.6 SUPPORT FOR OPEN-SOURCE SOFTWARE ......ciiiiiiiiiii i a e e e e e e e e 5
1.7 SNFV5.3.2.4 CHAPTER SUMMARIES. ... .ttt 6

2 INSTALLING THE ARC SERIES E ADAPTER HARDWARE .......ccvvtiiiiiiie it eeree e 8
21 CHECKING EXPANSION CARD SLOT CONFIGURATION .....cciiiiiiiieieieeeeee e e e e e e 8
2.2 INSTALLING THE ARC SERIES E NETWORK ADAPTER ....uuuutuuunununnnnninnnnnnnnnnnnn s 9

3 TESTING THE ARC SERIES E ADAPTER HARDWARE ........ccccoiiiiii it 11
3.1 TESTING THE ARC SERIES E NETWORK ADAPTER | DUAL-PORT ....ocviiiiiiiiiiiiiieiiieeeeeeeeeees 11
3.1.1 Identifying network card port LEDISAUFPOIT..........cccoiiiiiiiiieiiiiemniiieee e 11
3.1.2 Testing the NetWOIK CAr........c.vviiiiiiiiiiei e eeer e e e e naees 12
3.1.3 Running Network card diagnOSHICS:.........cuiiiiiiiiiiiie et 13

3.2 TESTING THE ARC SERIES E NETWORK ADAPTER I QUAD-PORT ...covvviiiiiiiicccvii e 14
3.2.1 Identifying network card port LEDSQUAaGPOM...........uuuueiiiieiieieeieeeie e 14
3.2.2 Testing the NetWOIK Car.........oooeiiiiiiiie e er e e e e e e e e e aneeeaaaeaaaaeees 14
3.2.3 Running network card diagnOSHCS...........uuuuuiiiiiii i cceeiie e e e e e e e eeaaes 16

3.3 RUNNING A TEST SCRIPT «.uiiiiee et aeeeee s s s s s 17

4 INSTALLING SNFV5.3.2.4 SOFTWARE IN LINUX....cooiiiiiiiiiir i 18
4.1 DOWNLOADING SNFV5.3.2.4 RPM OR TGZ DRIVERS......iiiiiiaiaaaaaiaaaaeeaaae s 18
4.2 INSTALLING THE SNFV5.3.2.4 RPM SOFTWARE PACKAGE FOR LINUX ....uuuuuiiiiinienns 19
4.2.1 Uninstalling the SNFv5.3.2.4 Binary RPM driVeL...........ouviiiiiiie e ceeeiie e 23
4.2.2 Listing module loadime variables................uuuiiiiii e e 23
4.2.3 Controlling kernel module behavior (Optional)............cceoeiiiiiiiieeeii e, 23

4.3 INSTALLING THE SNFV5.3.2.4 TGZ DRIVER FOR LINUX ...ttt 24
4.3.1 Uninstalling the SNFv5.3.2.4 Tarball TGZ driVel.......cccvvvvieeeie it 28
4.3.2 Listing module 10a€ime Variables............oouuiiiiiiiiiiieeie e 28

4.4 REBUILDING AFTER OS/KERNEL UPDATE ....vtttiiiiieeiiiiitieiireeesssssssieeeeesesssnnnsssanesesessssnsnssneneeeees 29
4.4.1 Updating the KEIMEL.... .ot me e e e e e 29
4.4.2 Rebuiling after Kernel UPate...............uuiiiiiiiiiiieiiii e 29

5 INSTALLING SNFV5.3.2.4 SOFTWARE IN VMWARE CLIENT ......ooviiiiiiieeiiiie e 30

SNFv5.3.2.4 User Guide Page vi of xi



9

51 TERMINOLOGY ..etuiituiittniittettieett ettt settsesaaessba e st esatseta e saa s sbase st esaassbasesan sttt setsessnssstasesansrsnnns 30

5.2 P REREQUISITES ...ttt iiiite ettt e ettt e ettt e ettt e e et e e e e et e e e e et e e s eaan e s esan e e s st e aeesan e sesaneasstaaaaeesnnnnns 30
5.3  INSTALLING THE ARC SERIES E ADAPTER TO THE VMWARE SERVER ......ccciviitiieeiiiieeeiiiineesnnenes 31
5.4  PREPARING THE ADAPTER HARDWARE FOR PASS-THROUGH MODE.........cccoviuiieeiiiiieeiiiieee e 32
5.5  ADDING PASS-THROUGH HARDWARE TO THE VIRTUAL MACHINE .....ccciiiiiiieiiiiieeesiieeeeeniiee e 34
5.6  INSTALLING THE SNFV5.3.2.4 SOFTWARE TO THE VMWARE SERVER......cccovitiieniiiieeeiiiineesnnenes 36
5.7 FLASHING ARC SERIES E ADAPTER HARDWARE .......uuui s 37
VERIFYING SNFV5.3.2.4 SOFTWARE INSTALLATION .....ciiiiiiiie ittt stree e siaee e 38
6.1 B A ST T E ST -t s 38
00 I R =1 {0 = YoYU 1 = 1 38
6.1.2 RUNNING the 1St ...eiiiiiii e e e et a e e e e eeeees 39
PHX-TOOLS NETWORK ADAPTER TOOLKIT ...eetiiiiiiiiieiiiieee sttt sieee e naee e snenee s 40
7.1 PHX-TOOLS DESCRIPTION ... s 40
7.2  FEATURES AND ENHANCEMENTS ...eiiittiiieittietesittteeesssteeessnsseeessssteeessstaeessnstaesssnssaeessnssasesssssns 41
7.3  NETWORK ADAPTER DIAGNOSTIC INFORMATION (MYRI_INFO) ©.eeiivvieeiiiiieeeeireeesennieeeesnnsneesennenas 41
7.4 UPGRADING FPGA FIRMWARE IN LINUX ... s 42
7.4.1 Upgrading FPGA firmware (pPRREPIACEEEPIOM).......iiiiiiiiiiiiiie e eeeer e eee 42
7.5 TRACKING ENVIRONMENTAL DIAGNOSTICS ON ARC SERIES E NETWORK ADAPTERS (PHX-SCAN)43
7.6 TRACKING SFP+ DIAGNOSTICS ON ARC SERIES E NETWORK ADAPTERS (MYRI_PHX_MDIO) ...... 45
TESTING SNFV5.3.2.4 SOFTWARE ....ooiitiiiiiiiiee ittt ettt et e et e e e stbeeeeantaeeaeanes 46
8.1 SUMMARY OF TEST PROGRAM COMMANDS .....ciiiiiiiieiieiee e 46
8.2 SNFV5.3.2.4 TEST PROGRAM REQUIREMENTS .....cttitttiiieeeeeseesinniaeseeeseesannnsseeeeesssssnnnaeeeassensenns 46
8.2.1 Adapter Port NOMENCIATULE ........cciiiiiiiii ettt e e rme e 46
8.3 SAMPLE TEST PROGRAMS ... ..ottt 47
8.3.1 SNf_DASIC_dIAGS. .. eeiieiiiiiiiiie it e e ee e nneeeee e s DT
8.3.2 SNf_SIMPIE_FBCV....uuiiiii i eeeer e e e e eeeeaeee 4D
8.3.3  SNT _MUIITECV.....ccc e e e e e e e e e e e e ee e e e e e e e e e e e et e e an 49
S JC 20 A= o ¥ o1 o [ = P 50
S JC T8 T = o) ] (e 1= o PP 52
RS N IS o) =1 o] =Y/ P PPPOOTPPRIY 53
RUNNING SNFV5.3.2.4 DIAGNOSTIC TOOL PROGRAMS ...t 55
9.1  SUMMARY OF DIAGNOSTIC TOOL PROGRAMS .....ccuvtiieiiutrieeiiireeessisseeesassseessassteesssnnseeessnnsseasssnsnes 55
9.1.1 shin/phx_bug_report (LINUX ONLY).......oooi e e e e e e e enas 56
9.1.2  SBIN/MYIT_INTO ...ttt e 56
9.1.3  DIN/MYIT_COUNTEIS. ...ttt e e e e e ee ettt e e e e e e e e e e e e e s e e s e e ammme e e e e e e e e e e e e e aannnnas 57

SNFv5.3.2.4 User Guide Page vii of xi



9.1.4  bin/myri_endpOint_INfO.........oooiiii i e 58

9.1.5  BIN/MYIi_NIC_INFQ.... oo e et e e eeer et ereaeaaaaaeens 58
10 CONFIGURING SNFV5.3.2.4 ...ttt ettt an e s e nnne e 59
10.1 DEBUG VARIABLE (SNF_DEBUG _MASK) ......ccutiiiiiieiiiiiiiiiiee e seeine e e e e s s ssninreeeee e e s s s nnnnnnnees 60
10.2  RING MANAGEMENT VARIABLES .....cutitiitrieiteeateeesinesassseesssesssesessreessnessaneeesnnessseeessneesnesennneesns 61
10.2.1  SNF_RINGL_ID....ciiiiiiieiiiiie it eemee sttt eeee et e st e e e s e nnrn e e e nnn e e s snnnee e e 61
10.2.2  SNF_NUM_RINGS ... .ottt ettt ettt ettt et enet e st b e e sabe e e s abbe e e s beenbeeaeanbbee e e 62
10.2.3  SNF_DATARING_SIZE ...ttt ettt et er ettt e et e e aeeetee e e enees 63
10.2.4  SNF_DESCRING_SIZE.......titi ittt ettt eree et sibe e e sabe e e enrae e e enees 63
10.3 RSS HASHING/LOAD BALANCING VARIABLES (SNF_RSS_FLAGS) .....oooiiiiiiiiiiieeiiieee e 64
10.3.1 SNF_RSS FLAGS default SEttNGS.......ccccvvriiiiiiiiieeeiiiiiiirteee e e e s eseereraserereereeeaaaaeees 64
10.4 PORT AGGREGATION (MERGING) VARIABLES (SNF_FLAGS) ..., 67
10.4.1  SNF_F_PSHARED OXL......ciiiitiiiiiiiieiiieeeeie e siiee ettt rme et e snee e s s e e snbnesemme s snnneean 67
10.4.2 SNF_F_AGGREGATE_PORTMASK OX2.....cccuiiiiiiieiiiineneeesieeeesireessinneesseesnee e e 67
10.4.3  SNF_F_RX_DUPLICATE OX300........c0ceeueueueueeeiemereeseseeesesesesesssesssseesssesesesesesssssesesesenn. 68
10.5 APPLICATION ID VARIABLE (SNF_APP_ID) ..ottt ettt 69
10.5.1 Running SNF_APP_ID with thirgarty t0olS............cccouiiiiiiiiiic e 69
10.6 KERNEL ETHERNET INTERFACES ......cuttiiiiiiiiiiiiiiiiie st in s s e e s e e s e s ssnnnaee s 72
11 LOAD BALANCING AND PORT MERGE FEATURES .......cccoiiiiiiie e 73
111 SNF_NUM_RINGS ...ttt et e e st e st e et e e ssb e e et e e nbn e e s nbneennreeans 73
11,2 SINF _FLAGS ...ttt ettt bbbt e ket s h e e bt e ket e b et be e et e nbe e e nnreeaa 74
11.2.1  RUNNiNg MUIIPIE INSLANCES.......ceiiiiiiiiiiie ettt e e e smeee e 74
11.2.2  Sharing/Load DAIANCING .......cciiiiiiiiiiiee et eee et rmmee e 74
11.2.3  Port Listening on DPCap.........cooeiiiiiiiiiiiee e smeee e D
11.2.4  Hardware assisSted POt MEIrgING.......ccueiiuiriiiieiiee ittt rmmee s e e e e aebneeeee s 16
12 LIBPCAP, AND PF_RING PACKET CAPTURE ......cccii ittt 78
12,1 LIBPCAP AND SNFFVS.3.2.4 ... 78
1201 Pre@mbl. ... e 78
12.1.2  Verifying the libpcap liNk t0 SNFV5.3.2.4......ccoi oo eee e e e e e, 78
12.2 PF_RING AND SNFV5.3.2.4 . 79
12.2.1 Installing PF_RING from LinUX RPM........coiiiiiiiiiiiiieiiee e eeeeiee e 79
12.2.2  Installing PF_RING from SOUICE (NTOP).....cciiiuurriiieeiiiiiieeeiieee ettt e e eeseibee e e 81
12.2.3  Configuring the PF_RING library with SNFV5.3.2.4.......cooiiiiiiiiiiiiiee e 81
12.3 DEMONSTRATING MULTI-PROCESS PF_RING FUNCTIONALITY ..ievvtttiiiieeeieriiiiinieeeeseensinnnnneeeaaees 83
12.3.1  Multi-process traffic duplication example.............oooiii e 83
12.3.2  Multi-process traffic sharing (RSS) eXampPle...........uuuuieiiiiiiimamiiiiiiiiiieiiee e 84

SNFv5.3.2.4 User Guide Page viii of xi



12.3.3  POrts aggregation EXAmMPIE...... ... e 85

12.3.4  PF_RING 0VEr SNF @XAMPIE.....coiiiiiiiiiiiiiiiiieeiitie ettt see e et e e e naeeea 85
13 OPEN-SOURCE PACKET CAPTURE TOOLS......coiiiiiiieiiiiee ittt 88
13.1 RUNNING TCPDUMP WITH SNFV5.3.2.4 ..ottt 89
13.1.1  Running tcpdump with N0 reCOMPIlING.........uuuriiiiiiiiiirieenie s eeeerr e e e 89
13.1.2 Building a new tcpdump tool with recompilation.............cccccvveeeiiieeciiiieeeeee e 89
13.1.3  Running the tcpdump tool with LD_LIBRARY_PATH.......ccoviiiiiiiieeeeeee e 90
13.1.4  Available tcpdump INTEIMACES.........coiiiiiiiie it eeene 91
13.2 RUNNING TCPREPLAY WITH SNFV5.3.2.4 93
IR B0 R = 10 1 o T To I (o3 0T (=T o] 7= VAP 93
13.2.2 Listing available SNF packet injection interfaces..........cccccevviiiieeee e 93
13.2.3 Running tcpreplay through a Specific POI.........ccoiiii i 94
13.3  RUNNING SURICATAWITH SNFV5.3.2.4 ... 95
13.3.1  Configuring and building Suricata with IDPCap.........cccvvviiiiiiieee e, 95
13.3.2  Running Suricata With [IDPCaP..........coiiiiiiiiii e 97
13.3.3  KNOWI ISSUE. .. uiiitiititiieteeeeee e tasassteetb ettt e e eeeeeeeeeeeeatesaeeeeeeeeaaaaaeeeeeesssaamtaeaaeaaeeeeeessnsannnnnns 97
13.4 RUNNING BROWITH SNFV5.3.2.4 ..., 98
13.4.1  CONfIQUIING BIQ.....iii i e it s e e e e e e e et et et eeee e e e e e eeete s e s e e e e emnnssesaeaeeaeeeenennnes a8
13.4.2 Running Bo with LD_LIBRARY _PATH.....coiiiiiiiie it e e 99
13.5 RUNNING WIRESHARK WITH SNFV5.3.2.4 . 100
13.5.1  RUnNing Wireshark in LINUX.........coorriiiiiiiisieeeiiess e e e e e e eeee e enmeeeee e se e e e e e e s eneens 100
13.5.2  Alternate approach to running Wireshark in LiNUX...........coooouiiiiiiinceniniiieee e 100
13.6 RUNNING SNORT WITH SNFV5.3.2.4 (PARALLEL SNORT) ...uvtteiiiiiieaiiieeeeeiieeessiieeeesiieee s 101
13.6.1 Running MultiProcess Snort over Ibpcap/SN..........cccooiiiiiiiiiicce e 102
14 LINUX PTP HOST CLOCK SYNCHRONIZATION ...uuiiiiiiiieiieee e 103
14.1 VERIFYING ADAPTER CLOCK FUNCTIONALITY ..eiiiiiiiiiiieeee e 103
14.1.1 Reading the clock by PTP deViCe NAME:.........uiiiiiiiieiiieeee e 103
14.1.2 Reading the clock by network Name:............ooooiiiiiiiieee e 104
14.1.3  Setting adapter Clock t0 NOSt tIME.........ccoiiii i errer e 104
14.1.4  Synchronizing the system clock with the network adapter clock (phc2sys).................. 104
14.1.5 Maintaining clock synchronization (PIRZ.........cooiuiiiiiiiiiiiiieeieece e 104
14.2 SYNCHRONIZING THE ARC SERIES E CLOCK TO ANOTHER CLOCK ...cceeiieieieeeeeeeeeeeeeeeeeeeeeee e 106
15 SNFV5.3.2.4 TIMESTAMPING SUPPORT ....ccoitiiie ittt ettt stee e sine e stae e e 107
15.1 TIMESTAMPING MODULE VARIABLES ......cciiiiiiiiiiie e 107
15.2  VIEWING THE TIME SOURCE STATUS . ...ttt 108

SNFv5.3.2.4 User Guide Page ix of xi



T R o [ 0 1= 2o [P PP UURP TR PR 108
15.2.2  MYEI_INTO.. ettt et e e e e e e aean 108

16 TUNING SNFV5.3.2.4 SOFTWARE ...ttt ettt neaea e nnnaee s 110
16.1  RING PERFORMANCE ....ccttttteittttteitttteesnsteesesasaseeesansseeesassseeesansseeesasteessansteesssnsseesssnsseeessnsees 110
16.2  SNFV5.3.2.4 TUNING CHECK LIST .uutiiiiiiiiiiie ittt s nbee e 112
16.2.1  Setting the system performance pPrafile..........cccvvvviiiiiceciiiiiiie e 112
16.2.2 PCle expansion SIOt SEALING..........uuviiiiiiiiiiieeeiie ettt ee e 112
16.2.3 Interrupts and IRQ Affinity (LINUX).........ooeeiiiiiiiieeiiee e rceee e e 113
ST [ (o | o T= = T (o7 = O OO ST PPPPPPPPPPPN 114
16.2.5  INErrupPt BAIANCING......coiiieiiieieiiiiiet ettt e e et eeer e e e e e e nnnees 116
16.2.6  CPU FrequUENCY SCaliNG.........uuuuriiriiiiieeirieeeiretinineeereereereesseseeasesreereeeteseaeesaesssssimmseseess 116
T A 1 = W =11 o o [ o PP 116
ST S B =T I = T To o 1 o PP 116
16.2.9  HYpPerthreading...........ouuuiiiiiie e cceeiii s e et s s e s e e e e e e e e e e e aeneeeaeeeeeanernrnaan 116
16.2.10 NUMA AWEBIENESS. .. .cciitiieietiitiiia et eeeeaaa s e s e e e eeteteetattta b mameeeetbstanaaaeeeeaaateeenaneaaaeeeeeesnenes 116
16.2.11 L3 CACNE AWAIENESS ... uutiiiiiiiiiiiieiieeeeeeeteeeeetettetteeaeeeasessiarteaeaaaaeeeeasessasaaaasrnaaeeeeeeesaanan 117
T A O = U I o ] - 1o} o PP 118
16.2.13 PrOCESS PriOMtY .. .ciiiieeieieceeeeiei it s s e e e e e e e et e e e eeee e e e e e eeeteaeaa s e s e e e s emanaanseeaeaaaeaenenes 118
G700 S =] o Tod (] o 1Y, [ Yo [ 118

17 TROUBLESHOOTING ....euiiiiitiiteeiiiite ettt ettt e st e et ee e e st e e e stbe e e e s nsbeeeesnneseaesnnsseeesanneeeeas 120
17.1 HARDWARE INSTALLATION AND PERFORMANCE ISSUES .......ccoiiiiiiiiiiiiiiieieeeeeeeeeeeee e 120
17.1.1  Sample ISPOIVVV OULPUL. ....cccoiiiiiiiiiei it ieeii et e et e e 121
17.1.2  Sample Myri_iNfO OULPUL......ooiuiiiiiie et 121
A T T I D I 1] U PR 123
17.2 SOFTWARE INSTALLATION & SYSTEM CONFIGURATION ISSUES......ccciiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeee, 124
A R = 10 T I =T 0T i A= ] o PP PPPRPSPT 124
17.2.2  Linux RPMTGZ installation failures............ooooiiiiiiiiiic e 124
17.2.3  Software Counters (MYr_COUNTEIS)........cciiiiuiriiriiiieeereriiisieeeeeeeeeeeeessineneeeseeeasaenrnnnn 125
17.2.4  Numbering of SNEX INEIrfaCES. .....ccooi i e 126
17.2.5 Performance Tuning and Packet DIOPS........coiuuviiiieiiieeeiiiieee et see e eee e 126
17.2.6  Network Adapter TIMESIAMPS. ....coiuuriiiieiiiiiiireeit e e et e e st eeeab e e e s s s nbbr e e e e e e aesaeas 127
17.27  SYNCHAIONIZALION......ciiiiiiiiie ettt ettt e e s e b e enete e e e e s nnnnrneeee s 128
APPENDIX 1. SNFV5.3.2.4 COUNTERS . ... .o e e e e e e e e e e eanaaans |
LIST OF SNFV5.3.2.4 COUNTERS ...ttt ettt ettt ettt e e e e e e e e e e e e e e e e e e e e e e e as 1
APPENDIX 2. OPERATING SYSTEMS AND HARDWARE SUPPORT .......ccciiiiiiiiiiiiee e Xl

SNFv5.3.2.4 User Guide Page x of xi



APPENDIX 3. SNFV5.3.2.4 DRIVER RESTRICTIONS AND LIMITATIONS ...t XV

APPENDIX 4: SNFV5.3.2.4 FIRMWARE .......ottiiiiiiiiiiiiin et a e XVI
APPENDIX 5: SNFV5.3.2.4 SUPPORTED 1G AND 10G TRANSCEIVERS..........cccoc XVII
APPENDIX 6: NETWORK ADAPTER TOOLKIT - V. 1.40......ccoiiiiiiiiiiiiine e XIX
GLOSSARY e XXII

SNFv5.3.2.4 User Guide Page xi of xi






1.1

|l ntroducti on

The CSPi-Myricom Sniffer version 5.3.2.4 software, or SNFv5.3.2.4, powers the ARC
Series E-class of network adapters to deliver pure packet capture, with the flexibility to
configure advanced functions, leaving the vast majority of server cycles available for
your application requirements.

SNFv5.3.2.4 is a tightly-integrated combination of FPGA firmware and user-level
software libraries to enable sustained capture with merging of 1- and 10-Gigabit
Ethernet traffic.

This chapter describes the following topics:

SNFv5.3.2.4 Components

SNFV5.3.2.4 Benefits

What 6 s New.3.2.MSofvaré

SNFv5.3.2.4 and the ARC Series E Network Adapter
Support for Open-Source Software

SNFv5.3.2.4 Chapter Summaries
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1.2 SNFov. 3.Chmponent s
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Figure 1. SNFv5.3.2.4 components

The SNFv5.3.2.4 driver contains two components:

1. SNFv5.3.240ri Sn i frdfeesrtoddriver features and privileged operations that
are necessary to allow an application to directly receive packets into user space.
The driver includes optional interrupt generation as well (Figure 1.).

The SNFv5.3.2.4 components are only active when the device is

NOTE: opened for capture through SNF API, or indirectly from libpcap/SNF.

2. Ethernet compatibility refers to the driver-level functionality required to run an
ARC Series E network adapter. At a minimum, it allows familiar OS-provided
tools, such as ethtool, to interact with the capture device to receive packets on
port O until it is enabled for SNFv5.3.2.4 capture (Figure 1).

The enabled SNFv5.3.2.4 capture device receives all incoming packets 1 with
no duplication possible i to the Ethernet driver until the capture device is
closed. In other words, tools and utilities that tap into the OS stack to extract
information will not see any traffic.

To that end, SNFv5.3.2.4 includes its own set of tools and counters to analyze
packets as they are being captured. In special cases,thed r i vendd s s
functionality is available while the underlying SNF capture device is enabled,
permitting the use of RAW sockets for sending packets.

Libpcap

SNFv5.3.2.4 packet capture capabilities can be leveraged through the libpcap library
or through the SNFv5.3.2.4 API, as a set of C programming language functions. With a
SNFv5.3.2.4-aware libpcap, users can reference an ARC Series E network adapter
through its Ethernet interface name and run libpcap-dependent applications via the
libpcap portable interface.
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At extremely high packet rates, a single system call on every packet could cause
packet drops. SNFv5.3.2.4 significantly reduces packet drops by bypassing the kernel
altogether, thus offering unrestricted network traffic access to user space applications.
With direct (SNFv5.3.2.4 API) and indirect (libpcap/SNFv5.3.2.4) access, applications
gain full user space access to all incoming packets without any OS interventiond an
important consideration when comparing SNFv5.3.2.4 to other packet capture
solutions.

For more information on libpcap, go to the
libpcap and SNFv5.3.2.4 section of Libpcap, and
PF_RING Packet Capture

1.3 SN¥ . 3.Bx2ndefits

By using our shared library, libpcap users can leverage SNFv5.3.2.4, gaining benefits
for packet capture applications. To simplify implementations, the SNFv5.3.2.4-capable
libpcap library is included in the SNFv5.3.2.4 software distribution. Application
benefits include:

1 Reduced CPU usage i SNFv5.3.2.4 seamlessly sends all packets to the
application, completely bypassing the OS kernel and freeing up CPU cycles.

1 Lossless packet capture i With SNFv5.3.2.4 user-definable ring sizes,
applications can target a memory queue of any size. This flexibility
eliminates packet drops typically caused by rate-matching challenges
between hardware and software.

1 Applications running in parallel i You can run multiple copies of libpcap
against a single packet capture stream. This translates into multiple
applications running simultaneously against the same packets, with zero
copying in the background.

1 Exact time stamps i ARC Series E network adapters running SNFv5.3.2.4
provide timestamps with up to + 3 nanosecond accuracy, using high-quality
time signals attached via standard coax inputs.

1 Low overhead i SNFv5.3.2.4 efficiency allows you to capture four, 1- and 10-
Gigabit Ethernet ports into a single server with zero drops, at maximum
packet rate, and still have enough CPU cycles available to run significant
applications against these streams.

1 SNFv5.3.2.4 software supports Linux operating systems.

The SNFv5.3.2.4-capable libpcap library is an open-source enhancement
developed by CSPi and is part of the standard source trees. CSPi provides
both source and compiled versions of these software modules, all
interfacing seamlessly with SNFv5.3.2.4.

A arge FPGA supports a stream of future enhancements from CSPi.

SNFv5.3.2.4 User Guide Page 3 of 128



NOTE: SNFv5.3.2.4 does not support Windows in this current release.

1.4 Whadx New ivh. S $6B.f4 war e

SNF version 5.3.2.4 is the GA release of the Linux SNFv5.3.2.4 software.

SNFv5.3.2.4 software supports 1- and 10-Gigabit Ethernet network adapter
environments.

1 Supports ARC Series E network adapter dual-port and four-port models in
SFP or SFP+ module configurations.

1 Exact time stamps: ARC Series E network adapters with SNFv5.3.2.4 drivers
provide timestamps with up to + 3 nanosecond accuracy, using high-quality
time signals supplied via standard coax inputs.

141 Enhancement s

The driver now recognizes firmware up to version 2.1.5.

Added hardware RSS hash. Removed the - a parameter from the test
programs snf_simple_recv and snf_multi_recv.

 Added the - D parameter to snf_simple_recv to verify injection pacing.

The - D parameter applies to every packet. Use only with controlled

NOTE: input streams.

1 Added transmit hardware injection pacing. Added new API function calls
snf_inject_sched() and snf_inject_sched_v().

 Added a new API call, snf_get_injection_speed(). The snf_pktgen program
now uses this function to determine link speed.

Added support for software transmit timestamps.

Added acceleration support for port pair merging. Acceleration is adapter-
specific and offers a significant improvement over the ARC 8C- and ARC 8B-
type adapters, which all do SW port merging only. The new acceleration
mode can port merge two ports of sustained 60B traffic with no packet drops
and only 50 percent CPU usage. Port merge acceleration is restricted to the
following two-port pair configurations: 0 and 1, or 2 and 3. Both port pairs can
run concurrently. Other port merging combinations (including across multiple
adapters) is supported but with reduced performance.

SNFv5.3.2.4 User Guide Page 4 of 128



15 SN# . 3 .ah.d4 t ICe SARRiI es E Net wor k

SNFv5.3.2.4 software introduces SNF support for the latest generation of CSPi ARC

Series E network adapters. SNFv5.3.2.4 software is only compatible with the following

hardware platforms:

=A =4 =4 -4 =

ARC Series E network adapter i dual-port (10G-PCIE3-8E-2S)
ARC Series E network adapter i dual-port (1G-PCIE3-8E-2S)

ARC Series E network adapter i quad-port (10G-PCIE3-8E-4S)
ARC Series E network adapter i quad-port (1G-PCIE3-8E-4S)
ARC Series E network adapter i quad-port (1G/10G-PCIE3-8E-4S)

DISCLAIMER: If you have any other adapter you wish to use, contact CSPi Support.

16 Support f-DaurOpenSoftwar e

SNFv5.3.2.4 is compatible with industry-standard open-source packet capture
application tools. Examples of tested applications include:

f

=A =4 =4 4 -4 -4

SNFv5.3.2.4 User Guide

tcpdump (standard Linux utility)

tcpreplay (standard Linux utility)

Suricata network intrusion detection and security monitoring

Wireshark network protocol analyzer

Bro network Intrusion Detection System (IDS)

Snort intrusion prevention systems

PF_RING packet capture network socket, ported to run above the SNF API

SNFv5.3.2.4 can accommodate the multi-process Bro, multi-threaded
Suricata, and tcpdump packet capture tools running in parallel - each tool
collecting and splitting network traffic among their respective application
threads.

Page 5 of 128

A



1.7 SN#¥5 . 3.Ch.apter Summari es

The SNFv5.3.2.4 User Guide contains the following chapters:

Chapter 1

Introduction to SNFv5.3.2.4 software

Chapter 2

Installing the ARC Series E Adapter Hardware.
Provides detailed adapter hardware installation instructions for
ARC Series E network adapters.

Chapter 3

Testing the ARC Series E Network Adapter Hardware
Describes testing procedures for dual- and quad-port ARC
Series E network adapters.

Chapter 4

Installing SNFv5.3.2.4 Software in Linux
Provides detailed instructions for downloading and installing
SNFv5.3.2.4 RPM and TGZ drivers for Linux OS.

Chapter 5

Installing SNFv5.3.2.4 Software with VMware Client

This chapter describes the steps necessary to install
SNFv5.3.2.4 software and ARC Series E network adapters in
VMware ESXi Virtual Machines (VMs).

Chapter 6

Verifying SNFv5.3.2.4 Software Installation
Verifies proper SNFv5.3.2.4 software installation, network
adapter hardware connectivity, and packet rate.

Chapter 7

PHX-TOOLS Network Adapter Toolkit

The PHX-TOOLS network adapter toolkit allows users to run
diagnostics on ARC Series E network adapter operation and
flash memory FPGA firmware programming.

Chapter 8

Testing SNFv5.3.2.4 Software
Describes SNFv5.3.2.4 software test programs that serve to
familiarize the user with its basic operation.

Chapter 9

Running SNFv5.3.2.4 Diagnostic Tool Programs
Describes essential SNFv5.3.2.4 diagnostic tools for error
reporting purposes.

Chapter 10

Configuring SNFv5.3.2.4

Provides instructions on configuring and debugging
SNFv5.3.2.4 with an assortment of environment variables.
Includes load balancing and port merge features.

SNFv5.3.2.4 User Guide
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Load Balancing and Port Merging Features

Chapter 11 Describes variables responsible for port merging and load
balancing across multiple application processes.
Libpcap and PF_RING Packet Capture Applications

Chapter 12 Describes how SNFv5.3.2.4 improves packet capture
performance with libpcap and PF_RING.
Open-Source Packet Capture Tools

Chapter 13 Describes SNFv5.3.2.4 compatibilities with industry-standard
open-source packet capture application tools.
Linux PTP Host Clock Synchronization

Chapter 14 Describes system clock synchronization to the ARC Series E
Adapter Clock.
SNFv5.3.2.4 Timestamping Support
Describes SNFv5.3.2.4 timestamping variables. Offers ways to

Chapter 15 view time source status.
SNFv5.3.2.4 does not support Arista timestamping in this|
release.
Tuning SNFv5.3.2.4 Software

Chapter 16 Identifies and resolves certain issues that may affect packet
rate.
Troubleshooting

Chapter 17 Addresses issues pertaining to hardware and software
installation, system configuration, and performance.

Appendix 1 SNFv5.3.2.4 Counters

Appendix 2 Operating Systems & Hardware Support

Appendix 3 SNFv5.3.2.4 Driver Restrictions and Limitations

Appendix 4 SNFv5.3.2.4 Firmware

Appendix 5 SNFv5.3.2.4 Supported 1G and 10G Transceivers

Appendix 6: Network Adapter Toolkit i v. 1.40

SNFv5.3.2.4 User Guide

Page 7 of 128



21 nstatgyhe ARC Ser i esarbk wAadraept er

This chapter describes the following tasks for installing the ARC Series E-Class
network adapter hardware (10G-PCIE3-8E-2S and 10G-PCIE3-8E-4S):

1 Checking Expansion Card Slot Configuration
7 Installing the ARC Series E Network Adapter

CSPi network hardware products are designed to be compatible with prevailing
industry standards and typically install quickly without significant user effort.
Nonetheless, it is beyond the scope of this manual to address all CSPi hardware
installation issues specific to your networking site. For all issues regarding installing
and configuring your CSPi hardware, contact:

1 CSPi Technical Support through the CSPi Customer Portal to
https://www.cspi.com/cybersecurity-products/support/ or

1 Email CSPi Technical Support at support@cspi.com

21 Checking Expansion Card Sl ot Co

The ARC Series E network adapter has been qualified with PCle server expansion
slots with a minimum of x8-lanes. It is recommended that a PCle Gen3 x8 expansion
slot be located closest to the CPU to achieve best performance. See Table 1. to
determine which expansion card slots can accommodate the network adapter

hardware.
Expansion card slot |Compatibility Comments
Gen3 x16 PCle slot Supports x8 card Check motherboard specifications.

Check mechanical fit to guarantee a secure
electrical connection.

Gen3 x8 PCle slot

Genl PCle slot Not supported.

Gen2 PCle slot Not supported.

Table 1. PCle expansion card slot characteristics
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2.2

ATTENTION
(OBSERVE PRECAUTIONS
FOR HANDLING
ELECTROSTATIC
SENSITIVE DEVICES

| nst al [ARCg Stelr8letswd&r Kk Adapter

Install the ARC Series E network adapter as follows:

1.
2.
3.

Close all active applications and shut down the operating system.
Turn off the computer and disconnect the power cord.

Open the computer case and locate the PCle expansion card slots on the
motherboard. Do not disturb the legacy PCI card slots, which are different in
size and electrical specifications.

For optimal performance, install the ARC Series E network adapter in
] a PCle Gen3 x8 slot on the server. Minimal testing on PCle Gen2 has
NOTE: been performed and is not recommended. Servers with PCle Genl
slots are not supported.

Check for a free slot, then remove the mounting screw from the protective
bracket plate covering the selected slot, and set aside the plate. If there are no
free slots then it may be necessary to remove a surplus adapter to make room
for the network adapter.

Carefully remove the ARC Series E network adapter from its sealed protective
sleeve without touching the gold PCle connectors (Figures 2 and 3).

us s
',.\'.l'.l.llll'

L » | Gold PCIE3 connectors

Figure 2. ARC Series E dual-port network adapter (10G-PCIE3-8E-2S)
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8.
9.

MY RICEM)

L5 | Gold PCIE3 connectors

Figure 3. ARC Series E quad-port network adapter (10G-PCIE3-8E-4S)

Line up the gold PCle connectors and indexing tab with the empty PCle Gen3
slot, ensuring that the ports and mounting bracket are facing the back panel of
the computer.

Place the ARC Series E adapter as close as possible to the CPU to

NOTE:  achieve best performance.

Seat the network adapter firmly into the PCle expansion slot until the card
Aclickso into place.

Secure the network adapter to the computer chassis with a screw.

Close the computer case and re-connect the power plug.

10. Insert cabled transceivers in the network adapter ports. Do not kink the cables.

The ARC Series E network adapter is now installed.

When swapping 1G transceivers, insert the transceiver first and
ATTENTION: reload the SNFv5.3.2.4 driver, running myri_start_stop to
detect the link.

For more information on SNFv5.3.2.4 supported
1G and 10G transceivers, refer to Appendix 5:
SNFV5.3.2.4 Supported 1G and 10G
Transceivers
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3 Testing the ARC Series E Adar

This chapter describes the following topics:
1 Testing the ARC Series E-Class Network Adapter T Dual-Port
1 Testing the ARC Series E-Class Network Adapter 1 Quad-Port
1 Running a Test Script
For more information on test programs, go to the

Sample Test Programs section of Testing
SNFv5.3.2.4 Software

31 Testing the ARC Seri eisDuaINet wor
Port

Once you have installed the dual-port ARC Series E adapter (10G-PCIE3-8E-2S) into
the PCle expansion slot, we recommend testing the card and acquainting yourself with
the following:

{1 ldentifying network card port LEDs i dual-port

1 Testing the network card

f Running network card diagnostics

311 I dentifying netwoikualard port LEDs

The network adapter (10G-PCIE3-8E-2S) has two ports: port 0 and port 1. Each port
has corresponding LEDs, identified as LED 1, 2, 3, and 4.

1 LED 1 represents the first port transmit. It is referenced in SNFv5.3.2.4
software and counters as ¢ort 00

port0 _ port1 1 LED 2 represents the first port receive. It is referenced in SNFv5.3.2.4
CY XX ) software andpot@&u.nt ers as 6
LED1 LED2 LED3 LED4 1 LED 3 represents the second port transmit. It is referenced in SNFv5.3.2.4

software andportlofunt ers as O

1 LED 4 represents the second port receive. It is referenced in SNFv5.3.2.4
software and count e r sporalsd .06
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312 Testing the network card
Preparing the network card for testing

1. Prepare the card for testing by connecting port 0 to port 1 in loopback.

2. Insert SFP+ modules into port O and portl and insert a cable between the
modules.

The corresponding port LEDs turn green.
Running the test

Testing requires two terminal windows. One window receives data on port 0 and the
other sends data on port 1.

1. Run snf_simple_recv in the first window (port 0):

$ /opt/snf/bin/tests/snf_simple_recv -p0 -v

2. Run snf_pktgen in the second window (port 1):
$ /opt/snf/bin/tests/ snf pktgen -p1:1 -v -r1.0
The - p option specifies the port assigned to send the data.
The output for the snf_simple_recv command is as follows:

Output:

$ /opt/snf/bin/tests/snf_sim ple_recv. -p0 -v

pkt: 10000, len: 60, ts_hw: 1460582457723094899 ts_host: 1460582457723432378
ts_diff:337479

pkt: 20000, len: 60, ts_hw: 1460582457727899449 ts_host: 1460582457728224074
ts_diff:324625

pkt: 30000, len: 60, ts_hw: 1460582457732705989 ts_host : 1460582457733025483
ts_diff:319494

pkt: 40000, len: 60, ts_hw: 1460582457737507879 ts_host: 1460582457737826826
ts_diff:318947

pkt: 50000, len: 60, ts_hw: 1460582457742313319 ts_host: 1460582457742627269
ts_diff:313950

pkt: 60000, len: 60, ts_hw: 1460582 457747118579 ts_host: 1460582457747428999
ts_diff:310420

pkt: 70000, len: 60, ts_hw: 1460582457751923409 ts_host: 1460582457752229809
ts_diff:306400

pkt: 80000, len: 60, ts_hw: 1460582457756729069 ts_host: 1460582457757032338
ts_diff:303269

pkt: 90000, len 60, ts_hw: 1460582457761532689 ts_host: 1460582457761832804
ts_diff:300115

The snf_simple_recv and snf_pktgen commands will run continuously
until you exit the programs.
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3. Enter CTRL-C to exit the programs:
The snf_pktgen command generates no output.
The snf_simple_recv command generates the following output:

Output:

pkt: 90000, len: 60, ts_hw: 1460582457761532689 ts_host: 1460582457761832804
ts_diff:300115

Packets received in HW: 10348661

Packets reinjected, app: 0

Packets reflected to netdev: 0

Total bytes received, app: 620919660 (592 MB)
Total bytes received + HW aligned: 496735728 (473 MB)

Average Packet Length: 60 bytes
Dropped, NIC overflow: 0
Dropped, ring overflow: 0
Dropped, bad: 0

The corresponding port LEDs turn orange while the tests are running.

31.3I3, Running network card diagnosti cs

The myri_nic_info command provides adapter information such as the hardware
serial number, MAC address, firmware version, and so on.

Command line:
$ sudo /opt/s nf/bin/myri_nic_info

Output:

# Serial MAC ProductCode Driver Version License

0 491942 00:60:dd:43:48:b3 10G- PCIE3- 8E- 2S myri_snf -5.3.2.4 .543 67 Valid
1 491943 00:60:dd:43:48:b4 10G - PCIE3- 8E- 2S myri_snf -5.3.2.4 .543 67 Valid
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32 Testing the ARC Seri eisQueBa-dNet wor

Por t

Once you have installed the quad-port ARC Series E adapter (10G-PCIE3-8E-4S) into
the PCle expansion slot, we recommend testing the card and acquainting yourself with
the following:

{1 ldentifying network card port LEDs i quad-port

1 Testing the network card

1 Running network card diagnostics

321 I dentifying netwoidueaemorrd port

The network adapter (10G-PCIE3-8E-4S) has four ports: ports 0, 1, 2, and 3. Each
port has corresponding LEDs, identified (from left to right) as LED 0, 1, 2, and 3.

1 LED O represents the first port. It is referenced in SNFv5.3.2.4 software and
counters as @ort 06

Port 1 Port2 Port3 Port 4

1 LED 1 represents the second port. It is referenced in SNFv5.3.2.4 software

O and counporelrés. as 6

LED1 LEDZ LED3 LED4 1 LED 2 represents the third port. It is referenced in SNFv5.3.2.4 software and

count epors2 &a.s O

1 LED 3 represents the fourth port. It is referenced in SNFv5.3.2.4 software
and counporexé. as O

322 Testing the network card

Preparing the network card for testing

1. Prepare the card for testing by connecting port O to port 1, and port 2 to port 3 in
loopback.

2. Insert cables into the loopbacks.

The corresponding port LEDs turn green.

Running the test

Testing requires four terminal windows. Two windows receive data on ports 0 and 2,
and two windows send data on ports 1 and 3.

1. Run snf_simple_recv in the first window (port 0):

$ sudo /opt/snf/bin/tests/snf_simple_recv -p0 -v

2. Run snf_simple_recv in the second window (port 2):

$ sudo /opt/snf/bin/tests/snf_simple_recv -p2 -v
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3. Run snf_pktgen in the third window (port 1):
$ sudo /opt/snf/bin/tests/ snf pktgen -pl:1 -rl1.0
The - p option specifies the port assigned to send the data.
In this example the command is sending the data out of port 1.
4. Run snf_pktgen in the fourth window (port 3):
$sudo /opt/snf/bin/tests/snf _pktgen -p31 -rl.0
The output for the snf_simple_recv command is as follows:

Output:

$> /opt/snf/bin/tests/snf_simple_recv -p0 -v

pkt: 10000, len: 60, ts_hw: 1460582457723094899 ts_host: 1460582457723432378
ts_diff:337479

pkt: 20000, len: 60, ts_hw: 1460582457727899449 ts_host: 1460582457728224074
ts_diff:324625

pkt: 30000, len: 60, ts_hw: 1460582457732705989 ts_host: 1460582457733025483
ts_diff:319494

pkt: 40000, len: 60, ts_hw: 1460582457737507879 ts_host: 1460582457737826826
ts_diff:318947

pkt: 50000, len: 60, ts_hw: 1460582457742313319 ts_host: 1460582457742627269
ts_diff:313950

pkt: 60000, len: 60, ts_hw: 1460582457747118579 ts_host: 1460582457747428999
ts_diff:310420

pkt: 70000, len: 60, ts_hw: 1460582457751923409 ts_host: 1460582457752229809
ts_diff:306400

pkt: 80000, len: 60, ts_hw: 1460582457756729069 ts_host: 1460582457757032338
ts_diff:303269

pkt: 90000, len: 60, ts_hw: 1460582457761532689 ts_host: 1460582457761832804
ts_diff:300115

5. Enter CTRL-C to exit the programs:

The snf_pktgen command generates no output.
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The snf_simple_recv command generates the following output:

Output:

pkt: 90000, len: 60, ts_hw: 1460582457761532689 ts_host: 1460582457761832804
ts_diff:300115

Packets received in HW: 10348661

Packets reinjected, app: 0

Packets reflected to netdev: 0

Total bytes received, app: 620919660 (592 MB)
Total bytes received + HW aligned: 496735728 (473 MB)
Average Packet Length: 60 bytes

Dropped, NIC overflow: 0

Dropped, ring overflow: 0

Dropped, bad: 0

The corresponding port LEDs turn orange while the tests are running.

323 Running network card diagnosti cs

The myri_nic_info command provides adapter information such as the hardware
serial number, MAC address, firmware version, and so on.

Command line:

$sudo /opt/snf/bin/myri_nic_info -B

Output:

$ sudo /opt/snf/bin/myri_nic_info -B

# Serial MAC ProductCode Driver Version License

0 491942 00:60:dd:43:48:b3 10G- PCIE3- 8E-4S myri_snf -5.3.2.4 .543 67 Valid
1 491943 00:60:dd:43:48:b4 10G - PCIE3- 8E-4S myri_snf -5.3.2.4 .543 67 Valid
2491944 00:60:dd:43:48:b5 10G- PCIE3- 8E-4S myri_snf -5.3.2.4 .543 67 Valid
3 491945 00:60:dd:43:48:b6 10G- PCIE3- 8E-4S myri_snf -5.3.2.4 .543 67 Valid
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33 Running a Test Script

You can run a dual-port or quad-port ARC Series E adapter test from a script. The
script launches four terminal windows by default, and initiates send and receive in
each.

The quad-port adapter test script launches all four terminal windows and runs the test.
The dual-port adapter test script closes two terminal windows (with an error message
indicating that the ports do not exist) and runs the test.

Test script:

Command line:
$ cat test_script

Output:

#l/bin/bash
Jusr/bin/xterm - e f/opt/snf/bin/tests/snf_simple_recv -p 0 -vo &
Jusr/bin/xterm - e f/opt/snf/bin/tests/snf_simple_recv -p2 -vo &
lusr/bin/xterm - e f/opt/snf/bin/tests/snf_pktgen -pll -v -r10 0 &
Jusr/bin/xterm - e f/opt/snf/bin/tests/snf_pktgen -p3:1 -v -rl0 0 &

To run diagnostics on ARC Series E network
adapter operations and FPGA firmware
programming, go to PHX-TOOLS Network
Adapter Toolkit
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This chapter describes the following topics:

1 Downloading SNFv5.3.2.4 RPM or TGZ Drivers

71 Installing the SNFv5.3.2.4 RPM Software Package for Linux
71 Installing the SNFv5.3.2.4 TGZ Driver for Linux

1 Rebuilding after OS/Kernel Update

Linux file formats

The downloaded file format may be either .rpm or .tgz for Linux. A different

installation process is required for each format and is described in detail in this
chapter.

Software package contents

SNFv5.3.2.4 software is a single package file containing:

1 A special network adapter driver to replace the normal Ethernet driver
1 A dynamic library of software modules
1 Test programs to demonstrate SNFv5.3.2.4 functionality

41 Downl oaSIN#®g 3 . RP.M or TGZ Drivers

To download a copy of the SNFv5.3.2.4 RPM or SNFv5.3.2.4 TGZ driver, either
download the file from https://www.cspi.com/cybersecurity-
products/support/downloads/ or contact CSPi support (support@cspi.com). Then save
the file to your designated system directory.
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42 I nstalling. B8MREP.MBENFOTft waree fPoarc k a ¢
Li nux

_ The RPM package can be used with Fedora based distributions including
NOTE:  RHEL and CentOS.

Example:

To install the SNFv5.3.2.4 software package to your Linux operating system, follow
these steps:

1. Enter the following command to uninstall any previous versions of CSPi i
Myricom software:

$ sudo yum remove myri_ snf
All previous versions of CSPi software are deleted.
2. Verify that the operating system detects the presence of the network adapter.
$ sudo Ispci - d 1c09:
The output displays a list of network adapter device versions.

Output:

01:00.0 Ethernet controller: CSP, Inc. Device 4260 (rev 01)

3. Install the SNFv5.3.2.4 driver.
For CentOS 7 & RHEL 7 Distributions:

$sudoyum -yinstall ./ myri_snf - <version_info>* .X86_64.rpm
Output:
kernel =3.10.0 -327. 36.1 .el7.x86_64

destination = /opt/snf/sbin
** myri_snf.ko ... ok

Created symlink from
letc/systemd/system/default.target.w ants/myri_start_stop.service to
letc/systemd/system/myri_start_stop.service.
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4. Enter the following command to confirm that the driver is loaded:
$ Ismod |grep myri
Console output while the driver is loading.

Output:

nyri_ snf 177214 0

OR

Enter the following command if the driver does not load:

$sudo Jopt/ snf /shin/myri_start_stop restart

5. Enter the following command to confirm that the SNF driver detects the network
adapter and the Gen3 x8 or the Gen3 x16 expansion slot.

$sudo Jfopt/ snf /shin/myri_info
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The output confirms that the SNF driver detects the network adapter.
Output:

pci -devat 01:00.0 vendor:product(rev)=1c09:4260(01)
behind bridge root - port: 00:01.0 8086:0c01 (x8.3/ x16.3 )
Myri - 10G- PCIE- 8E -- Link x8
EEPROM String - spec:
MAC=00:60:dd:43:2d:e8
SN=495892
PC=10G PCIE3- 8E- 4S
PN=09- 04680
BOM=A

Firmware:
Version:  2.1.5
Type :SNF
Config : 4 Port x 10 Gb
SHA1 :  2d13f73ad9fe4bd4bda8d7b50dd0adOb

External Inputs:
PPS: Enabled, No Input
Front Panel PPS: No Input
Card Edge PPS: No Input
10Mhz Clock: Disabled
100Mhz Clock Locked: Locked

6. Enter the following command to track the interface names assigned to each
port:

$ sudo ip link show | grep -iB1 00:60:dd

Example:

In this example, the interface name is fienplsOf0 6 and the MAC network

~

adapter addresses begin with i00:60:dd: 0
Output:

30: enp1s0f0: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT glen 1000

link/ether 00:60:dd:43:e8:b0 brd ff.ff.ff:ff:ff.ff
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7. Enter the following commands to manually assign an IP address and a subnet to
port O of the adapter. You can only assign an IP address to port 0. Ports 1, 2,
and 3 are only available to SNF API. (You can also create ifcfg files in the
letc/sysconfig/network-scripts directory).

$ sudo systemctl stop NetworkManager.service
$ sudo systemctl disable NetworkManager.service
$ sudo ip address add 10.0.0.1/24 dev enp1s0f0
8. Enter the following command to confirm that each link is functioning:

$ sudo ip address show up

The output confirms the link is functioning.

Output:

27: enp1s0f0:

<BROADCAST,MULTICAST,UP,LOWER_UP> mtu 9000 qdisc pfifo_fast state UNKNOWN glen
1000

link/ether 00:60:dd:43:52:f0 brd ff:ff:ff:ff:ff.ff
inet 10.0.0.1/24 brd 10.0.0.255 scope glob al plpl
valid_lIft forever preferred_lft forever
inet6 fe80::260:ddff:fe43:52f0/64 scope link

valid_|Ift forever preferred_lft forever

9. Enter the following commands to verify contact with the remote host:
$ sudo ping 10.0.0.2

The SNFv5.3.2.4 RPM software installation is now complete.

To test your SNF software, go to Testing
SNFv5.3.2.4 Software
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421 Uninstal $Nifbg 3t.Bdendr yd RiPWer
To uninstall the SNFv5.3.2.4 Binary RPM driver, enter the following commands:
$sudo Jopt/ snf /sbin/myri_start_stop stop

$sudoyum remove myri_ snf

The SNFv5.3.2.4 RPM driver is removed from the system.

422 Listing motdiumme V araidabl es
To list module load-time variables, enter the following command:

$sudo modinfo /opt/snf/sbin/myri_snf.ko

423 Controlling kernel modul e behavior

To manually stop or start the kernel module, enter the following command
with the myri_start_stop script:

$sudo /opt/snf/sbin/myri_start_stop start
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43 I nstalling. BhT&GZE8NDF i Lenukor

CSPi provides non-Fedora-based Linux distributions with Tarball TGZ (.tgz ) drivers,
offering support up to Linux kernel version 4.18. The TGZ package can be used with
Debian-based distributions including Ubuntu.

This procedure involves uninstalling any previous versions of CSPi i Myricom
software, which depends on the manner in which it was installed.

For example, if a package manager was used to install Myricom software
(e.g. rpm or yum), then software should be removed using that method.

NOTE:

Install the SNFv5.3.2.4 TGZ driver for Linux as follows:

1. To uninstall any previous versions of CSPi i Myricom software, enter the
following command:

$sudorm -r/opt/  snf
All previous versions of CSPi i Myricom software are deleted.
2. Verify that the operating system detects the presence of the network adapter.
$ sudo Ispci -d 1c09:
The output displays a list of device versions.

Output:

01:00.0 Ethernet controller: CSP, Inc. Device 4260 (rev 01)

3. Enter the following commands to install the SNFv5.3.2.4 TGZ driver:
Debian Distributions (Ubuntu):

$ cd /opt

$ sudo tar xzvf ./ myri_snf - <version_info>* .X86_64.tgz
$mv myri_snf - <version_info>* x86_64 snf

$ cd /opt/snf

$ sudo sbin/rebuild.sh

kernel =3.1 9.0 - 25- generic
destination = /opt/snf/sbin

*** myri_snf.ko ... ok
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For Ubuntu servers that use systemd (15.04+) you can also perform the
following steps to start the driver automatically.

$sudocp Jopt/ snf /shin/myri_start_stop.service
letc/system  d/system

$ sudo systemctl enable myri_start_stop.service
$ sudo systemctl start myri_start_stop.service
4. Enter the following command to confirm that the driver is loaded:
$sudo Ismod |grep myri
The output confirms the driver is loading.

Output:

myri_ snf 177214 0

OR

Enter the following command if the driver does not load:
$sudo Jopt/ snf /shin/myri_start_stop restart

The output confirms the driver is loaded.

5. Enter the following command to confirm that the SNFv5.3.2.4 driver detects the
network adapter and the Gen3 x8 or the Gen3 x16 expansion slot:

$sudo Jopt/ snf /shin/myri_info
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The output detects the network adapter and the expansion slot.

Output:

pci - dev at 01:00.0 vendor:product(rev)=1c09:4260(01)
behind bridge root - port: 00:01.0 8086:0c01 (x8.3/ x16.3 )
Myri - 10G- PCIE- 8E -- Link x8
EEPROM String - spec:
MAC=00:60:dd:43:2d:e8
SN=495892
PC=10G PCIE3- 8E- 4S
PN=09- 04680
BOM=A

Firmware:
Version:  2.1.5
Type :SNF
Config : 4 Port x 10 Gb
SHA1 :  2d13f73ad9fe4bd4bda8d7b50dd0adOb

External Inputs:
PPS: Enabled, No Input
Front Panel PPS: No Input
Card Edge PPS: No Input
10Mhz Clock: Disabled
100Mhz Clock Locked: Locked

6. Enter the following command to track the interface names assigned to each
port:

$ sudo ip link show | grep -iB1 00:60:dd

Example:

In this example, the interface name is fienp1s0f0 0 and fienp1s0fl oO.
The MAC network adapter addresses begin with 100:60:dd: 0

Output:

30: enp1s0f0: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT glen 1000

link/ether 00:60:dd:43:e8:b0 brd ff.ff.ff:ff:ff.ff

31: enpls0fl: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN mode
DEFAULT glen 1000

link/ether 00:60:dd:43:e8:b1 brd ff.ff.ff:ffff.ff
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7. Enter the following commands to manually assign an IP address and a subnet to
each network adapter port. (You can also create ifcfg files in the
/etc/sysconfig/network-scripts directory).

$ sudo systemctl stop NetworkManager.service

$ sudo systemctl disable NetworkManager.service

$ sudo ip address add 10.0.0.1/24 dev enp1s0f0

$ sudo ip link set dev enp1s0f0 up

$ sudo ip address add 10.1.0.1/24 dev enpls0fl
$ sudo ip link set dev enp1s0fl up

8. Enter the following command to confirm that each link is functioning:

$ sudo ip address show up

The output confirms each link is functioning.

Output:

27: enp1s0f0:

<BROADCAST,MULTICAST,UP,LOWER_UP> mtu 9000 q disc pfifo_fast state UNKNOWN glen
1000

link/ether 00:60:dd:43:52:f0 brd ff:ff:ff:ff.ff:ff
inet 10.0.0.1/24 brd 10.0.0.255 scope global p1pl
valid_|Ift forever preferred_lft forever
inet6 fe80::260:ddff:fe43:52f0/64 scope link

valid_lIft forever preferred_Ift forever

9. Enter the following commands to verify you can contact the remote host:
$ sudo ping 10.0.0.2
$ sudo ping 10.1.0.2

To test your software, go to Testing SNFv5.3.2.4
Software
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431 Uninstal $Nifbg 3t.TRe BAGK r i ver
This section describes how to uninstall the SNFv5.3.2.4 Tarball TGZ driver.

To uninstall the SNFv5.3.2.4 Tarball TGZ driver, enter the following
commands:

$ sudo /etc/init.d/myri_start_stop stop
$sudo rm -rf/ opt/snf/

$sudorm - f/etc/init.d/myri_start_stop

The SNFv5.3.2.4 TGZ driver is removed from the system.

432 Listing motdiutmme V araidabl es
To list module load-time variables, enter the following command:

$sudo modinfo /opt/ snf /sbin/myri_ snf .ko
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44 Rebuil ding aflt ebpd@&a3S/eKer ne

Updating the kernel on CentOS, Fedora, or Ubuntu Linux is a straightforward process.
You update the kernel first and then rebuild after the kernel update.

441 Updating the kernel
There are several ways to update the kernel on, Fedora, Ubuntu, or CentOS.
Option 1:

Command line (Fedora):
$ sudo dnf upgrade
Option 2:
Command line (Ubuntu):
$ sudo apt - get update
Option 3:
Command line (CentOS):
$ sudo yum update

442 Rebuilding after kernel updat e
Following the kernel update, you update, or rebuild, the CSPi drivers.

To rebuild after kernel update, enter the following commands:
$cd/opt/  snf
$ sudo sbhin/rebuild.sh
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51 nst a3N#n@ .Sb.f4 wavyrMwaCei ent

This chapter describes the steps necessary to install SNFv5.3.2.4 software and ARC
Series E-Class network adapters in VMware ESXi Virtual Machines (VMs).

VMware ESXi VMs allow a guest operating system on a virtual machine to directly
access PCle devices connected to a host. Each virtual machine can connect to as
many as six PCI devices at a time.

The chapter includes the following topics:

1 References and Terminology

Prerequisites

Installing the ARC Series E Adapter to the VMware Server
Preparing the Adapter Hardware for Pass-through Mode
Adding Pass-through Hardware to the vSphere Client
Installing the SNFv5.3.2.4 Software to the VMware Server
Flashing ARC Series E Adapter Hardware

=A =4 =4 -4 -4 =

51 Ter mi nol ogy

Terminology used throughout this chapter is as follows:

1 Server: VMware ESXi server version 6.0.0 3029758
1 Client: vSphere Client version 6.0.0 3562874
1 Virtual Machine (VM): CentOS 7.5 x86_64

52 Prerequisites

Note the following prerequisites before you proceed:

1 To enable DirectPath 1/O, verify that the server has Intel Virtualization
Technology for Directed 1/0 (VT-d) or AMD I/O Virtualization Technology
(IOV) enabled in the BIOS.

1 Verify that the virtual machine is running CentOS software version 7.5 or
later.

1 Verify that the ARC Series E adapters are connected to the host and marked
as available for pass-through.

If the ESXi host is configured to boot from a USB device, disabling the USB
controller for pass-through is recommended. VMware does not support USB
NOTE: | controller pass-through for ESXi hosts that boot from USB devices or SD
cards connected through USB channels.

For more information, go to https://kb.vmware.com/s/article/2068645.
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53 I nst att HERCg Seri es tEo AiNM®d ree
Server

Install the network adapter hardware to the VMware server as follows:

The ARC Series E-Class network adapter (10G-PCIE3 -8E-2S) described in
NOTE: | this example is Device 4260 and Vendor 1C09, running in VM server location
0000:07:00:0

1. Turn off the server.

2. Insert an ARC Series E network adapter into one of the PCle Gen3 x8
expansion slots on the server. For more information on installing the ARC Series
E adapter, go to Installing the ARC Series E Adapter Hardware

Turn on the server.

4. Configure the BIOS system virtualization settings to ensure that the VMs accept
the network adapter in pass-through mode.

5. Save your settings and reboot.

These options will vary from one BIOS system or motherboard type to
another. Nonetheless the following options, relevant to virtualization, must
NOTE: | be enabled:

Intel | Virtualization, and
Intel | VT-d Directed /O
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54 PrepathegAdapter Harststvaoeghor
Mo d e

To prepare the ARC Series E network adapter for pass-through mode, follow this
procedure:

1. Log on to the vSphere client server and click the Configuration tab.
2. Select Hardware > Advanced Settings.

The DirectPath 1/0O Configuration window appears, displaying all devices
selected for pass-through mode. Note that the device list may be empty.

3. Click Edit.

The Mark devices for pass-through: window appears.

In this example,the ARCSer i es E ad a@00:@7r00.0|iUskhavn as i
<class> Ethernet controllera
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| () Mark devices for passthrough S
Mark devices for passthrough: Hide Details

~-CJF& 0000:00:1a.0 | Intel Corporation 8280131 (ICH10 Family) USB UHCI Controller #4
O 0000:00:1a.1 | Intel Corporation 8280131 (ICH10 Family) USB UHCI Controller #5
O 0000:00:1a.2 | Intel Corporation 8280131 (ICH10 Family) USB UHCI Controller #6
—[J@ 0000:00:1a.7 | Intel Corporation 828011 (ICH10 Family) USB2 EHCI Controller #2
0¥ 0000:00:1d.0 | Intel Corporation 8280131 (ICH10 Family) USB UHCI Controller #1
[JFE 0000:00:1d.1 | Intel Corporation 8280131 (ICH10 Family) USB UHCI Controller #2
OF@ 0000:00:1d.2 | Intel Corporation 8280131 (ICH10 Family) USB UHCI Controlier #3
[JVE 0000:00:1d.7 | Intel Corporation 8280131 (ICH10 Family) USB2 EHCI Controller #1
—~[JF@ 0000:00:1.2 | Intel Corporation ICH10 4 part SATA IDE Controller [vmhba0]
Dlﬂ 0000:00:1f.5 | Intel Corporation ICH10 2 port SATA IDE Controller [vmhba1]
=-[JIE 0000:00:01.0 | Intel Corporation 5520/5500/X58 1/0 Hub PCI Express Root Port 1
~-[JU@ 0000:01:00.0 | Intel Corporation 82575EB Gigabit Network Connection [vmnic0]
O 0000:01:00.1 | Intel Corporation 82575EB Gigabit Network Connection
=-["]E 0000:00:03.0 | Intel Corporation 5520/5500/X58 1/0 Hub PCI Express Root Port 3
=-[JIE 0000:02:00.0 | PLX Technology, Inc. PEX 8624 24-lane, 6-Port PCI Express Gen 2 (5.0 GT/s) Switch [ExpressLane]
=] Dlﬂ 0000:03:00.0 | PLX Technology, Inc. PEX 8624 24-lane, 6-Port PCI Express Gen 2 (5.0 GT/s) Switch [ExpressLane]
- [4IF8 0000:04:00.0 | MYRICOM Inc. 10G-PCIE-8B
B E]LE oooo 03 05.0 | PLX Technologlﬁ Inc. psx 3524 24-lane, 6-Port PCI Express Gen 2 (5.0 GT/s) Switch [ExpressLane]

ARC Series E adapter:
- Location

- Device ID

- Vendor ID

Vendor Name Unknown
Class ID 200
Subdevice ID 0
Subvendor ID 0

Slot 0

<class> Ethemet controller
| 0000:07:00.0
| 4260
1C09
0

Bus 7

Device Name
D
Device ID
Vendor ID

=

4. Check the box corresponding tot h 8000i07:00.0 | Unknown <class>
Ethernet controllerodevice that will pass through to the Guest Virtual Machine.

The Device Details section lists the Device ID and Vendor ID attributes as
42600 and A1C090 respectively that correlate with the ARC Series E network
adapter hardware.

5. Click OK to close the dialog window.

The ARC Series E network adapter is now ready for pass-through mode and
appears in the DirectPath 1/0 Configuration window.
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55 Addimhagstshr olgh dwiao evVvhet ual
Machi ne

To add the ARC Series E-Class adapter pass-through hardware to the VM, follow this
procedure:
1. Log on to the VMWare server from the vSphere Client.

2. Double-click Create a New Virtual Machine to generate the new virtual
machine.

3. Select the Getting Started tab and click Edit virtual machine settings.

The <VM Name> - Virtual Machine Properties window appears.

r— T e
| (&) Cent0S 721511 VM1 - Virtual Machine Properties R -
Hardware |0pbons] Resources | Virtual Machine Version: 11 /&
—Memory Configuration
™ Show All Devices
M Memory Size: 25 I GBZ]
Hardware | Summary 2T8H
Maximum recommended for this
| : ::Jnory(edied) fMBMB 1184 < guest OS: 4080 GB.
Video card Video card Blea « mfonnar:-ce 20420 m'for fueat
& VMCI device Deprecated =N Default recommended for this
@© scslcontroller0 LSI LogicParallel 128 GBH < guestOS: 2GB.
% CD/DVF) drive 1 [c_iatasto_rel] Cent0S-7-x86_64-DVD-1511.is0 el Minimum recommended for this
& Hard disk1 Virtual Disk < guest OS: 512 MB.
Q Floppy drive 1 Client Device 32 GBI
@ Network adapter1 VM Network 16 GB L e
8 GBH
4GBH
2GB
1GB
512 MB
256 MB
128 MB
64 MB
32 MB
16 MB
8MB
< " | » 4 MB
OK Cancel

4. Click the Add... button.

The Add Hardware window appears.
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5. Click PCI Device to select the desired ARC Series E adapter hardware.
6. Click Next.

7. Select the pass-through ARC Series E adapter to connect to the virtual machine
from the drop-down list.

8. Click Next.
9. Click Finish.

10. Click Getting Started > Edit virtual machine settings to confirm that the
adapter is connected to the VM.

The <VM name> - Virtual Machine Properties window appears, confirming
ARC Series E adapter pass-through to the VM.
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